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Abstract—The evolution of information systems requires the implementation of a high level of security to minimize the problems associated with these systems. Previous work have integrated intrusion detection systems “traditional” who have shown limited results. To remedy this problem, this work merges the two detection strategies "scenario approach and behavioral approach" in IDS chosen, by using a new IDS architecture through the development of mobile agents in the JADE platform by integrating data mining algorithms types clustering and density. Indeed, tests show that this new IDS increases the rate of detection and reduce the false positive rate, which is the perspective of performing these results.
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I. INTRODUCTION

Intrusion detection systems (IDSs) are an integral part of any complete security package of a modern, well managed network system. An IDS is used to detect the intrusions by supervising a network or a system and analyzes collected flows of audit. The implementation of IDSs by deploying mobile agent technology offers a new model for intrusion detection. In fact, more research works have developed IDS using this solution with Data Mining techniques. S.stolfo and all combined intelligent agents and data mining based on the concept of relationship between different fields of traceability at the audit [1]. Considered an improvement of the previous one, the approach proposed by the work of G.Helmer and all added a data warehouse in addition to static and mobile agents. However, implementing and coding remain difficult even with the addition architecture detection using the data warehouse [2]. Other methods [3] and [4] were based on mobile agents which detection on multiple levels. They essentially use data mining algorithms to increase the time to understand. Otherwise, another solution has been implemented by I. Brahimi and all, it is based on the coupling of data mining techniques and multi-agent system (MAS) [5]. In contrast to the existing work, the IDS of latter solution, called MAD-IDS, merges the two detection strategies; scenario approach and behavioral approach to exploit their advantage while other solutions have used a single detection strategy. The inspiration for this IDS [3-5,7,8] allows us to develop The inspiration for this IDS [3-5,7,8] allows us to develop a powerful new architecture which includes mobile agents in a black box with an input (capture traffic) and an output (Alert). This combination agent is achieved through a logical operation of datamining algorithms.

This work which is theoretically inspired several systems [1-6] involves to develop mobile agents using data mining algorithms in the JADE platform (java development environment agents) and integrate and configure in a IDS that exploits the advantages of both detection strategies [9], by merging them to overcome the drawbacks corresponding to each of them using an unsupervised clustering technique [10] [11] based behavioral analysis to detect unknown intrusions and also classify packets intrusive abnormal. Thus, several tests were made to summarize the network connections and generate the corresponding rules and make a proper analysis with listening to network traffic, show that this new IDS increased detection rate since a large number of clusters, and also minimized the rate of the smallest possible false positives, because these two parameters are important for evaluating the performance of an IDS.

II. WORK ENVIRONMENT

2.1 Architecture model

JADE (Java Agent Development Framework) [12][13] is a software Framework fully implemented in Java language. It is developed by Tilab for the development of multi-agent applications based on peer-to-peer communication architecture. Latest version available is 4.0.1 released in July 2010. It simplifies the implementation of multi-agent systems through a middle-ware that complies with the latest Foundation for intelligent physical agents (FIPA) 2000 specifications. It provides a set of graphical tools that supports the debugging and deployment phases of agent development. Jade permits the intelligence, information & resources to be distributed over the network in the form of java compatible mobile devices like PDA, pagers, cell phones, smart phones, laptops or fixed desktops etc. The communication Environment evolves gradually with the appearance and disappearance of various peers, (known as agents in Jade) according to their needs and requirements. In JADE an instance of run-time environment is called a container, as it holds all the agents created in it. Collection of such containers is called a platform and it provides a homogenous layer which hides the complexity of underlying hardware & software from agents and their developers. It is compatible with J2ME, J2EE & CLDC. Its low memory requirements make it suitable for mobile devices. Nokia, Motorola, Siemens, Compaq & Hp are some of well known brands having compatibility with JADE [14]. Following figure illustrates the architecture of JADE.
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2.2 Functional model
From the functional point of view, JADE provides the basic services necessary for the distributed applications Peer-To-peer in the fixed and mobile environments. JADE makes it possible for each dynamic agent, which is identified by a single name and provides a set of services, to discover other agents and to communicate with them according to the paradigm of Peer-to-Peer.

2.3 The choice of JADE
The JADE platform was selected after several studies were made on mobile agent platforms as shown in the following table [15].

<table>
<thead>
<tr>
<th>Table 1: platforms characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Agent Development Facilities</strong></td>
</tr>
<tr>
<td><strong>Feature</strong></td>
</tr>
<tr>
<td><strong>Source of Product</strong></td>
</tr>
<tr>
<td><strong>Standard implemented</strong></td>
</tr>
<tr>
<td><strong>Communication Technique</strong></td>
</tr>
<tr>
<td><strong>Security Mechanism</strong></td>
</tr>
<tr>
<td><strong>Agent Mobility</strong></td>
</tr>
<tr>
<td><strong>Agent Migration</strong></td>
</tr>
</tbody>
</table>

This table analyzed five agent development toolkits developed by different groups. On comparison Jade agent development toolkit seems most appealing. It is open source platform, purely designed in Java, provides consistency in API and supports different kinds of devices operating in internet. It provides good security features and supports sound agent mobility. Among other tools Voyager is commercial tool and doesn’t comply with FIPA standards. Zeus supports FIPA standards but doesn’t provide agent mobility. Aglet also doesn’t comply with FIPA, lacks security and scalability. Anchor provides good security but doesn’t follow FIPA specifications, thus lacks scalability. Thus JADE agent development toolkit is most balanced toolkit among the five discussed in this work.

III. NEW IDS ARCHITECTURE PROPOSED
Before planning our new architecture, we must explain the operation of mobile agents, then we will see the aspect of mobility and communication between agents.

3.1 OPERATION OF MOBILE AGENTS
The distributed structure of our system is made up of various agents co-operative, communicating and able to analyze massive quantities of the network traffic, called respectively: Interface agent, Agent of detection by Scenarios, Agent of behavioral detection, Rules extraction agent and Report agent.

3.1.1 Interface agent (IA)
At the time of its connection, IA listens the traffic network which enables him to make captures by applying filters to the capture. IA finds filters by IP address (source, destination, both), by Ethernet addresses, protocol (of any layer), etc.

3.1.2 Agent of detection by Scenarios (ADS)
ADS analyzes the collected and filtered packages, to detect connections network which correspond to attacks whose signatures are available. These analyzes are based on the detection inferences. 

**Principle:**
The principle of detection is based on inferences Bayes' theorem (basic result in probability theory)

Known attacks: hypotheses to explain the observed facts
- \[ P(A |S) =P(A)×P(S |A) \]
- \( A: \) attack, \( P(A): \)  the probability of occurrence of \( A. \)
- \( S: \) Symptoms appear as events in the audit
- \( P(S |A): \) probability that \( A \) makes \( S \) appear
- \( P(A |S): \) probability that \( S \) makes \( A \) appear

**Method:**
Calculation of the probability of each driving scenario knowing symptoms \( (A |S) \)
If the probability is highest, then an alert is triggered

3.1.3 Agent of behavioral detection (ABD)
ABD offer combination of distributed IDS with a technique of behavioral detection based on the clustering, aiming at a more effective analysis of the massive network data in order to find abnormal connections.

[16] Defines clustering as a data mining technique to group the similar data into a cluster and dissimilar data into different clusters. Clustering can be considered the most important unsupervised learning technique so as every other problem of this kind, it deals with finding a structure in a collection of unlabeled data. Clustering is “the process of organizing objects into groups whose members are similar in some way”. A cluster is therefore a collection of objects which are “similar” between them and are “dissimilar” to the objects belonging to other clusters. Clustering is the unsupervised classification of patterns (observations, data items, or feature vectors) into groups (clusters). These clusters represents the dominant modes of the behavior of the given data objects by using a measurement of similarity [10]. Indeed, the ABD can detect the abnormal packets by using several non-supervised clustering algorithms which were
tested in [16] with the open source tool of data mining Weka. The National Data Development and Standards Unit in Australia which describes a dataset as a set of data that is collected for a specific purpose. The results of testing the algorithms by [16] are as following:

- All the algorithms have some ambiguity in some (noisy) data when clustered.
- The performance of K-Means algorithm is better than Hierarchical Clustering algorithm.
- K-Means and EM algorithm are very sensitive for noise in dataset. This noise makes it difficult for the algorithm to cluster data into suitable clusters, while affecting the result of the algorithm.
- K-Means algorithm is faster than other clustering algorithm and also produces quality clusters when using huge dataset.

The table [Table II] below shows a comparison between algorithms [16]:

**TABLE II: COMPARISON BETWEEN THE CLUSTERING ALGORITHMS**

<table>
<thead>
<tr>
<th>Name</th>
<th>Number of clusters</th>
<th>Cluster instances</th>
<th>Number of iterations</th>
<th>Within clusters sum of squared errors</th>
<th>Time taken to build model</th>
<th>Log Likelihood</th>
<th>Clustered instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means</td>
<td>2</td>
<td>42%</td>
<td>50%</td>
<td>2016.875283 (685)</td>
<td>0.6a</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>EM</td>
<td>6</td>
<td>9%</td>
<td>14% 11% 31% 13% 22%</td>
<td>76.04s</td>
<td>-21.89624</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>EM-means</td>
<td>3</td>
<td>40%</td>
<td>22% 30%</td>
<td>1.08s</td>
<td></td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>


THE TABLE [TABLE III] SUMMARIZES THIS STUDY:

**TABLE III: COMPARISON BETWEEN THE PARTITIONING ALGORITHMS: K-MEANS, K-MEDOIDS AND CLARANS**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>K-means</th>
<th>K-medoids</th>
<th>Clarans</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complexity</td>
<td>O (kn)</td>
<td>O (klog(n))</td>
<td>O (n)</td>
</tr>
<tr>
<td>Efficiency</td>
<td>Comparatively more</td>
<td>Comparatively less</td>
<td>Comparatively more</td>
</tr>
<tr>
<td>Implementation</td>
<td>Easy</td>
<td>Complicated</td>
<td>complicated</td>
</tr>
<tr>
<td>Sensitivity to Outliers</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Maximum number of clusters</td>
<td>Required</td>
<td>Required</td>
<td>Required</td>
</tr>
<tr>
<td>Does initial partition affect result and runtime?</td>
<td>yes</td>
<td>yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The purpose of the intrusion detection based on the K-means algorithm is [5] grouping the data according to their similarities and [6] detecting groups containing only one (or very little) of behaviors. These isolated behaviors are then regarded as deviating from the normal ones and are thus regarded as suspicious.

In this work, we will combine between several algorithms of clustering in order to profit from the advantages of the latter.

The author of [18] mixed between an algorithm based on the density: DBSCAN and an algorithm based on partitioning techniques: K-means. The k-means algorithm is sensitive to the noise, on the other hand DBSCAN gives better results concerning the generation of the clusters. Our approach is to combine these two algorithms for our tests, but also to test other improved DBSCAN versions.

3.1.4 Rules extraction agent

It aims at providing a concise representation of network traffic. Typically, it summarizes the network connections that are identified as abnormal by the ADC. The assembly obtained of rules of generic association can be regularly added to the ADS in order to update its signature database enabling the detection of known attacks. Although improved the detection rates and reducing the false alarm rate in the detection of attacks has been a primary goal for IDS. This task is not sufficient if the rate of network traffic is very high[14].

Therefore, when an abnormal connection is detected by the ADC, the AER is ready to use the rules of generic association using the reduction of information to analyze. The set of extracted rules can be a basis for candidate signatures to supply and update the signature database used by the ADS. This means that the signature database is regularly updated to ensure adequate protection.

3.1.5 Report agent

It is the tool of the transmission of the messages (report, alarms) to the system administrator.

3.2 NEW architecture proposed

The following figure represents the architecture which we propose to detect the intrusions and the false positive ones, while basing itself on a combination of several agents.
This new architecture allows to group agents in a black box with an input (capture traffic) and an output (Alert). This combination of agents is achieved through a logical operation of datamining algorithms.

The architecture of our system contains various mobile agents for the collection and the analysis of the traffic on the network. Its distributed structure understands the various cooperatives, and entities of collaboration which are able to pass from a station to another. We integrated the data mining techniques in particular, the non-supervised algorithms and generic association rule mining which are able to discover abnormal connections.

3.3 COMMUNICATION BETWEEN MOBILE AGENTS

In this architecture, after the creation of all agents, interface agent (AI) captures packets from different network interfaces and prepares these packets to send to the agent detection scenarios. Interfaces can be Ethernet, SLIP, PPP ... etc.

When the agent detection scenarios receives the packets, it compares with existing signatures in the library of signatures intrusion; if a signature is detected, it sends a message to the agent report to create an alert and warn the administrator through different means. However, if the result of processing the detection agent scenario is considered normal, it sends the result to the agent behavioral detection.

After treatment, if this behavior is identified as normal, ADC sends a message to the AR to inform that the detected behavior is normal. Else, it sends a message to the AER to create new rules for updating the signature database and at the end, it sends a message to the AR to trigger an alert.

Log files and reports created by the reporting agent will be used thereafter by the administrator to create a comprehensive report on the treatment of this behavior manually or automatically by using a script.

Figure 3 illustrates the procedure of messages exchange between agents:

Figure 3: Exchange of message between mobile agents

The ACLMessage class represents messages which can be exchanged by the agents. The message communication is asynchronous. When an agent wants to send a message, it must create a new object ACLMessage, complete these fields with appropriate values and then call the send() method. When an agent wants to receive a message, it must use the receive() method or blockingReceive() method. All attributes of the class ACLMessage can be obtained and modified by set / get () methods. The content of the messages is an interaction between mobile agents and their environments.

IV. TEST AND RESULTS

4.1 Test environment:

The development of this system was using Sun Java Develop Kit 7, the JADE platform 3.7 (Java Agent Development) which simplifies the implementation of multi-agent systems, and the open source library used is JPCAP0.7.

4.1.1 Working model

Architecture with which we tested our system is basically constituted of a LAN linked with a firewall which was added our intrusion detection system (IDS).

We can divide our network into three areas:

- Internal Zone: Ethernet which we put the client machine system
- External Zone: internet practically
- Demilitarized Zone: where was placed the web servers

The zones are connected together by a router and protected by our intrusion detection system

The purpose of this test was to block a website hosted locally on an Ubuntu Machine (Ubuntu 64 Bit/RAM 4096 MB / Processors  cores 2/ VT-x Technologies /AMD-V, Nested Paging, PAE / NX HDD Over 20 GO / 2 cards virtual networks).

This test applies under the TCP protocol to send a succession of SYN requests to the target.

4.1.2 Number of events detected in 24hrs

Among attacks or intrusions that have been launched since the hacker machine, we find advanced scans with the reference tool JPCAP on all machines in the network where the tests were done.
In figure 5 we report the curve of the number of events detected for 24 hours by a single detector 'sensor'.

Figure 5 Number of events detected in 24 hours by a single detector (sensor)

Sniffing was launched using a network card in promiscuous mode. This mode refers to a configuration of the network card, which allows it to accept all received packets, even those that are not addressed. This mode is generally used to listen to the network traffic.

4.1.3 Type of intrusion severity

As shown in the graph of Fig. 6. The detection was high in both periods of detection previously mentioned.

Figure 6 Type of intrusion severity detected and their name

The test for severity of attacks or intrusions detected showed three types of severity (high, medium, low). Indeed, the IDS detect 130 intrusions of high type, 79 of medium type and 231 of low type.

4.1.4 Protocol type used

A computer attack can use one of the following protocols: TCP, UDP, ICMP. Figure 7 shows the types of protocols used while the attacks or intrusions are detected.

Figure 7: Type of protocols used during intrusion

After analyzing the network traffic by JPCAP, we obtained in total 440 protocols during intrusion broken down into 258 for TCP type, 163 for ICMP type and 19 for UDP type.

4.2 Résultat

The experiments conducted in this work have used data traffic from Dataset KDD and DARPA.

DARPA'98 data provided by the DARPA Lincoln Lab School American technology MIT (Massachusetts Institute of Technology) have been formatted to create a database called KDD'99.

In this work, we use the dataset NSL-KDD, which solves some problems inherent data KDD'99 (elimination of erroneous data and repetitions ...).

The characteristics of the algorithm DensityBasedClusterer and K-Means in the process of intrusion detection applied to the NSL-KDD dataset are shown in the following tables:

Table IV: characteristics of the algorithm K-Means in the process of intrusion detection abnormal behaviors

<table>
<thead>
<tr>
<th>Algorithm Name</th>
<th>k-means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Distance</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>9</td>
</tr>
<tr>
<td>abnormal connection</td>
<td>9695</td>
</tr>
<tr>
<td>normal connection</td>
<td>15497</td>
</tr>
<tr>
<td>Run Time</td>
<td>3.04 seconds</td>
</tr>
</tbody>
</table>

Table V: characteristics of the algorithm DensityBasedClusterer in the process of intrusion detection abnormal behaviors

<table>
<thead>
<tr>
<th>Algorithm Name</th>
<th>DensityBasedClusterer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Density</td>
</tr>
<tr>
<td>Epsilon</td>
<td>0.9</td>
</tr>
<tr>
<td>Minpoints</td>
<td>6</td>
</tr>
<tr>
<td>Number of generated clusters</td>
<td>168</td>
</tr>
<tr>
<td>Run Time</td>
<td>519.85 seconds</td>
</tr>
<tr>
<td>Number of non-clustered instance</td>
<td>505</td>
</tr>
</tbody>
</table>

After application of the K-Means algorithm and DensityBasedClusterer on the NSL KDD dataset, we
obtained the results grouped in Table 3 and illustrated in Figure 6 to evaluate the performance of an IDS, two parameters are generally used, the detection rate (DR) and false positive rate (FR). The experiments consist in making a deterministic choice for the false positive rate (FR).

As illustrated in Figure 6, the detection rate (DR) and false negative rate (FN) are obtained the results grouped in Table 3 and illustrated in Figure 6 to evaluate the performance of an IDS, two parameters are generally used, the detection rate (DR) and false positive rate (FR).

It is noted that the intrusion detection with the DensityBasedClusterer is more efficient than the detection based on k-means. However, the rate of false positives and false negatives was reduced by using DensityBasedClusterer.

The system is used to detect the intrusion and to reduce the rates of false positives and false negatives by using the DensityBasedClusterer algorithm together with the interaction and the exchange of information between mobile agents.

V. CONCLUSION AND FUTURE WORKS

This paper presents a new type of distributed IDS that exploits the advantages of both detection strategies, the scenario approach and the behavioral approach. The achievement of this IDS is based on the development of mobile agents using datamining algorithms under the JADE platform. The use of unsupervised clustering and density technology allows to accurately capture the real behavior of network traffic in order to detect abnormal behavior and transform a rule to update the library signature. Mobile agents developed under the JADE platform are effective for security, flexibility and the ability of detection in distributed IDS.

This new IDS was able to achieve a high rates of detection and a reduced false positive and false negative rate as small as possible, by using K-means and density based clusterin.

From this study, it can be concluded that the results are satisfactory. However, in the next work, we will create a new data mining algorithm to performing our study.
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