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Abstract - In the current generation, developments in cloud computing lead to a tremendous scope for collaborative cloud computing (CCC). In CCC, the resources are universally scattered and distributed across the globe which belong to different organizations and the resources are used to provide services to the clients. Because of the self-governing highlights of elements in CCC, the issues of reputation and resource management must be mutually communicated to guarantee the fruitful development of CCC. These issues are jointly addressed in the past but when we address these two issues jointly, it creates twofold overhead. Hence, resource and reputation management strategies are not well designed and they are not powerful. If the client selects the highest reputation node, then the other reputation nodes are neglected and there is no full utilization of resources and it doesn’t meet client Qos demands. In order to overcome this, we propose a technique called Harmony. Harmony involves three stages: comprehensive resource/reputation management, selection of multi Qos-oriented resource and price-assisted resource and reputation management.
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INTRODUCTION

Cloud computing has become an on-demand one by which we can provide services to the clients over the internet. There are so many number of cloud service providers such as Amazon, Google, and IBM etc. These service providers charge according to the usage of storage, bandwidth and various other parameters. The service provider cannot provide the services using only one cloud and it is not possible when the clients are increasing. It also cannot provide resources to an application fully in some situations during peak time [1]. In order to provide services, the researchers need to connect multiple clouds having a virtual lab environment in order to provide super-computing capabilities to the clients in order to fully utilize the resources. Due to this features and developments in cloud computing, the demand for collaborative cloud computing (CCC) has grown. Due to CCC, we can provide services to people where the resources belonging to different organizations are largely pooled. CCC interconnects various physical resources to empower sharing of resources in the clouds in order to provide virtual perspective of resources to its clients. This perspective is useful when a client requests resources and cloud does not have sufficient resources. It has to discover and use the resources in different clouds [2] [3].

Importance of Resource management and reputation management: CCC works in an extensive environment involving thousands or millions of resources which are distributed universally. It may be noticed that many clients will be using and leaving the system due to which resources utilization and availability are constantly changing [2] [4]. Due to this, resource management becomes a productive one. Because of the unique qualities in CCC, we can allocate different Qos parameters to distinctive nodes. A node may give low Qos due to machine breakdown or it is not ready to provide high Qos to spare expenses. These shortcomings are uncovered in Amazon, Google [5] and other service providers. Security has been considered as a major factor in all these service providers and also in grids [6]. Hence, resource management needs reputation management for quantifying the resource provision Qos for guiding resource selection [2] [5].

In order to guarantee the development of CCC, the issues of resource management and reputation management must be communicated jointly. It can be achieved in three errands.

1. Productively finding trustworthy resources.
2. Choosing resources from the found alternatives.
3. Completely using the resources in the system while to keep away from overloading any node.

Existing Method: In order to have large scale CCC, three steps must be executed in order since other incorporative methods are not suitable. Many techniques have been proposed for resource and reputation management but these two issues have been discussed separately. When we combine both resource management and reputation management in CCC, it is creating high overhead [4]. Also, the methods which were proposed in the past for resource management and reputation management are not effective and does not support for large and dynamic environment for CCC. Past resource management assign only one parameter to the node for providing resources [7], [8], [9], [10]. But we assume that node is Comprehensive and should be separated from different resources. A node may perform well for storage services but it may not perform well for processing computations. And also previous reputation management techniques are not sufficient to give right direction in order to ensure selection of trustworthy individual resource. Likewise, reputation management needs to depend on resource management for reputation separation over numerous resources. Previous resource management techniques assume only single Qos parameter such as either security or efficiency.

When a client is given to choose from a list of service providers, it may be possible that he can choose highest service provider who provides security and neglecting other...
service providers. This leads to low success rate and highest node may be overloaded with many resource requests. This ungraceful arrangement of reputation management and resource management will display conflicting behaviors and it may also influence the adequacy of both. We may face two challenges after seeing the results of single Qos parameter and its conflicting results. First and foremost is how we can jointly address the multiple Qos parameters such as efficiency, speed, price etc. And the second is how a node would be able to control its reputation and resources without being overloaded and to get profits?

**Proposed Method:** By understanding the differences between resource and reputation management, we present Harmony, a CCC platform with integrated resource and reputation management. With the help of this, we can accomplish improved and joint administration of resources and reputation management over distributed administrations in CCC. Harmony empowers a node to find its wanted resources and further more discover the reputation of found resources so that client can pick resource provider by resource accessibility as well as by provider’s reputation of giving the resource. Harmony can also manage the difficulties of extensive scale and dynamism in complex environment of CCC.

Harmony involves four steps. They are as follows:
1. Comprehensive resource/reputation management.
3. Price-assisted resource and reputation control management.
4. Combination of these three components.

**Architecture:** The architecture is as shown as follows

![Architecture Diagram](image)

Here the user can create cloud and also he can update it. Each cloud has its own database. He can also search the file in the cloud. The user can also block and unblock the cloud on his wish. He can also transfer files between the files from the source to destination.

**Harmony Design**

**Comprehensive resource/reputation management**

In this, harmony uses the cycloid structure in which all the nodes are connected to one Qos parameter [12]. It can have a maximum of \( n = d^2 \) nodes where \( d \) is dimension. Each cyclic node id consists of two indices: cyclic index and cubic index. Cyclic index is the value obtained by which consistency hash value [13] modulated by \( d \). Cubic index is obtained by dividing hash value by \( d \). All nodes are combined into clusters. Each cluster can have a maximum of nodes from 0 to \((d-1)\).

Harmony uses the Hilbert number [14] which indicates the geographical location of the node. We can also know the distance between the nodes by using Hilbert number. We know that every node has its own resources such as bandwidth, CPU etc. which are globally defined. It also includes IP address, memory space used by the user, location etc. We can store resource information in some directory nodes and forward those to the corresponding directory nodes when they are needed for the user [13], [15]. Similarly, in reputation management we need to store the reputation information of nodes and forward them to corresponding directory nodes [7], [8], [9], [10]. In this, resource information and reputation information should be distinguished from resource type and Qos parameters. By storing the information in the corresponding node, it becomes easier for the user for selecting resource providers. Harmony uses a cluster which stores all the information of each resource type [8]. It can also store the client feedback if it is given by him. Within each cluster, harmony also groups the physically close nodes available to the client into one, so that he can find close available resources. With the help of this, it is easier for client to find rather than searching in the whole world. It reduces cost and increases the improving resource efficiency. In the above design, each node sends its available resources and request to directory node when they are needed. The directory node stores all the information and it acts as a medium between clients and providers. In this, we have three stages: store, request and process.

In the store algorithm, we will insert the available resources provided by the node by using insert operation. Insert has two parameters: Hilbert index and resource information. Hilbert index has two parameters: first parameter is the Hilbert resource information which is used for differentiating the nodes in the cluster and second parameter is the consistency value which is used for differentiating clusters. In this, the resource id with same consistency value is stored in the same cluster and if it differs with Hilbert resource information, then it is stored in the same node in cluster.

In the request algorithm, node sends a request with its consistency value and its Hilbert number and also with its price, efficiency etc. for a resource type. Directory node stores the information of the requested node, which is close the resource requestor. In the process algorithm, the parameters which match with the node request, it gets that node in the cluster. After upon selection, it uses multi-Qos oriented resource selection algorithm. If it does not match with requests, then the directory node will send failure
response to the node. We will explain how a directory node will analyze a node in its cluster. It uses a two-way randomized method with the help of which we can achieve speed and more improvement. In two-way randomized probing method, it will generate two random ids for a node id by increasing the range of proximity of ids and gets those ids in its cluster. If the requested resource is not found, then it increases the proximity range. By increasing the range, it also helps to map resource requestors and providers to improve the efficiency. After finding the requested resource, it will use the three algorithms which are discussed above.

Multi-Qos-Oriented resource selection
After a root node finds the resource providers that has the reputation value, price, etc. which are matched with client requestor, the client has to choose resource providers. In order to select a resource provider, it depends on various factors such as distance, security, speed etc. Previous methods have concentrated only one single Qos-parameter such as either they may have concentrated on speed in order to have very good speed to the client or they may decide distance. They may provide security thinking security is the important one. But in this a client can select two or more parameters.
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The above figure shown is a neural network model for selecting resource. In order to solve the problem, harmony unifies this as a single attribute by considering all attribute values. It asks clients to give rating to each Qos parameter and overall Qos resource service. These are collected by the directory node and are stored in the server. It is not possible to determine the power of each Qos parameter on overall Qos. In order to do so, harmony uses neural network and also determines the priority of attributes. The inputs and ratings are taken as \{Y_1, Y_2, Y_3,...\}. The output is the overall Qos of a provider. Here the weight of influence of each attribute of Qos \{W_1, W_2, W_3,...\}. These weights determine the influence on overall Qos instead on single Qos. Here the activation function is Qos \(X = \sum W_i * Y_i\). It also keeps weights \(W_i\) up-to date by taking the clients ratings into account. The directory node also takes the influence of each Qos parameter instead of taking the normal influence of overall Qos. To do this, it temporarily changes the weights in the neural network model. The directory node determines the node with overall high Qos value and it also takes clients priority Qos parameters in choosing the resources.

Price-Assisted resource/reputation management
After determining the nodes which provide high Qos attributes, harmony uses resource trading model for providing resources to the client with high Qos [12], [13], [14], [15]. In this model, the resource provider tells the price of the resources and they are charged according to the one unit per resource. Resources with higher demand, higher reputation and low load have income higher than other nodes. Hence it is better to provide higher demand to every node in order to avoid overloading of the nodes. Previous methods have always choose highest node as a server. When many clients always choose highest node, it will have higher income but it will overloaded. The lowest reputation node will have lower income but is not overloaded. The highest node is effective when it has unlimited resources, but it is not true in CCC in which each node has limited resources. Here in this, we will make sure that no node is overloaded by fine-tuning adjustment of price parameter. By doing this, all nodes can have higher income and reputation without being overloaded. We define a load factor \(f = l/c\) where \(l = \) amount of resource provided by a node to others and \(c = \) total amount of resources of a node. When a node is providing resources, it should ensure \(f < 1\). If \(f > 1\), it means that a node is overloaded. When it is overloaded, it decreases the price and gives chance to another nodes [10].

This technique allows the prevention of uncooperative behaviour, fully utilization of resources and it also ensures that all nodes are having higher reputation value without being overloaded.

RESULTS AND ANALYSIS

![Diagram of Percentage of Qos Attributes](image)

Fig 3 shows the percentage of Qos attributes as given by the clients after using the proposed technique.

![Diagram of Average Success Rate](image)

Fig 4 shows the average success rate using the harmony technique than the resource management technique.
CONCLUSION

In this paper, we propose an integrated technique for CCC in cloud computing called harmony. It has three components which is used for mutual interactions between clouds for resource sharing. In Comprehensive resource/reputation management, we collect and provide information about available resources and reputations of providers for providing the types of resources. In multi-Qos-resource oriented selection, client select resource provider that offers overall high Qos. In price-assisted resource/reputation control, it helps all the nodes to offer high Qos without being overloaded. It allows in full utilization of resources and having high income. These three components work together to enhance the efficiency and reliability of resource sharing in collaborative cloud computing.
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