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Abstract—Online readers require tools to help them cope with the enormous content available on the world-Wide Web. Selections are made by readers in traditional media with the help of assistance. Recommender system based on web data mining is very useful, more exact and provides worldwide services to the user. Recommender systems analyze patterns of user interest in items or products to provide recommendations for items that will suit a user’s taste. This includes both implicit intervention in the form of editorial oversight and explicit aid in the form of recommendation services such as movie reviews and restaurant guides. Several opportunities are provided by the electronic medium to offer recommendation services, ones that adapt over time to trace their evolving interests. Both content-based and collaborative systems can provide such an examine, but individually they both face shortcomings. To improve the accuracy various techniques are used. Main proposal of the project is the Singular value decomposition and Naive bayes classification to increase the accuracy of movie rating recommendation system.
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1 INTRODUCTION
Recommendation systems (RS) provide technique to select the relevant items from the vast data available in the web by predicting the “rating”. Recommend useful and interesting items to users in order to increase both sellers profit and users satisfaction. RS donate to the commercial success of many on-line ventures such as Amazon.com or Netflix. Often a RS attempts to predict the rating a user will give to items based on her past ratings and the ratings of the other users. The input used for the recommender systems includes explicitly provided feedback in the form of ratings or tags, as well as feedback that can be implicitly contingent by monitoring users behavior such as browsing, linking, or buying patterns. For example an online movie rental company Netflix, ask the user to rate movies using 5 star numeric scales. In the recommender systems literature, calculating performance of recommendation algorithms has been the key issue and recommendation accuracy and stability has been the main focus in evaluating metrics [1],[2]. Research in the recommender systems area helps to propose new technique to enhance the accuracy and stability of the recommendation algorithm. Accuracy typically compare the rating values estimated by the recommendation algorithm against the actual rating values and reflect the proximity of the system’s prediction to users true ratings. Stability is designed to capture the level of internal consistency among predictions made by the recommendation algorithm. Stability is the important and essential property to avoid inconsistent recommendation may create negative impact on the user’s acceptance of future suggestion by the system. Different level of stability will be exhibited by the different recommendation algorithm with similar accuracy. Maximizing accuracy may not necessarily help in increasing stability. Recommender systems are a useful alternative to search algorithms since they help users discover items they might not have found by themselves. Interestingly enough, recommender systems are often implemented using search engines indexing non-traditional data.

2 WEB RECOMMENDATION METHOD
2.1 CONTENT BASED FILTERING
Content based filtering perform its work by using the profiles created for the user at the beginning. Recommends items based on a comparision between the content of the items and user profile. Set of descriptors or terms are used to represent the content of the each item. In other words, these algorithms try to recommend items that are similar to these that a user liked in the past. In particular, various candidate items are compared with items formerly rated by the user and best matching items are recommended. Content based filtering has roots in information recovery and information filtering research.

2.2 COLLABORATIVE FILTERING
Collaborative filtering methods are based on gathering and analyzing a large amount of information on users’ behaviours, activities, preferences and predicting users similarity to other users. A key advantage of the collaborative filtering approach is that it does not rely on system analyzable content and it is capable of accurately recommending complex items such as movies without requiring an ‘understanding’ of the item itself. The recommender system compares the collected data to similar and dissimilar data collected from others and calculates a list of recommended items for the user. Collaborative filtering, also referred to as social filtering, filters information by using the recommendations of other people. It is based on the idea that people who agreed in their evaluation of certain items in the past are likely to agree again in the future. A person who wants to see a movie for
example, might ask for recommendations from friends. The recommendations of some friends who have similar interests are trusted more than recommendations from others. This information is used in the decision on which movie to see.

2.3 HYBRID RECOMMENDER SYSTEM
Combining collaborative filtering and content based filtering is the hybrid approach with more effectiveness. Particular approach can be implemented by making collaborative approach and content based approach separately and then combining them by adding content based capabilities to collaborative approach. The term hybrid recommender system is used here to describe any recommender system that combines multiple recommendation techniques together to produce its output. There is no reason why several different techniques of the same type could not be hybridized, for example, two different content-based recommenders could work together, and a number of projects have investigated this type of hybrid: NewsDude, which uses both naive Bayes and kNN classifiers in its news recommendations.

3 CHALLENGES AND PROBLEMS OF RECOMMENDATION METHODS
3.1 COLD-START PROBLEM: When you create a profile in a few recommender systems have solved this problem with the survey. They are new in the system and when the item has not previously been declared a cold start it can be. Both of these problems can be solved with the hybrid approach.

3.2 BELIEVE: With a brief history of the people’s voice in their rich history, which is as the voice of those that may not be relevant? The issue of trust arises to evaluate a particular client. The problem can be solved by the users for the distribution of preferences.

3.3 SCALABILITY: With the increase of number of users and items, and recommendations for the formation of information processing systems need more resources. This problem also filters and systems are solved by combining different types of physical improvement. Many parts of the computations in order to accelerate the assurance of online recommendations can be applied offline.

3.4 SPARSITY: Users and a large amount of items that online stores those users have rated only a few items are almost always there. Collaborative recommender systems using other methods to access their profiles, users typically create neighborhood. If a user has rated only a few items, it is very difficult to determine his taste and he / she may be wrong neighborhood.

3.5 PRIVACY: The most important issue privacy. To get the most accurate and recommendation systems, demographic data, and the data about the location of a particular user with the most amount of information possible about the user, should receive. Naturally, the information’s reliability, security and privacy questions arise. Many online stores by using special algorithms and programs provide effective protection of users’ privacy [3]. All these challenges and problems should be overcome to provide better accuracy and stability.

4 INITIAL APPROACH : ITERATIVE SMOOTHING
High instability results from predictions that are inconsistent with each other. While bagging is expected to provide some stability benefits, it represents an indirect approach to improving stability, as discussed earlier (i.e., the bagging approach has not been explicitly designed with stability improvement in mind). In this section we propose an iterative smoothing approach, which is aimed more directly at stability improvement. This approach involves multiple iterations for repeatedly and collectively adjusting the rating predictions of a recommendation algorithm based on its other predictions and, thus, explicitly improves consistency of predicted ratings. The key idea of iterative smoothing is that the predictions computed during current iteration will be fed back into the data to predict other instances in subsequent iterations.

Fig. 1 provides an overview of the iterative smoothing approach and gives a high-level illustration of the overall process. Given rating space S and training set D where ratings are known, predictions on unknown ratings S\D are first estimated using some standard recommendation algorithm T.

Figure 1: Illustration of the general iterative smoothing process.

These predictions are denoted as P0. Then, the main idea is to iteratively adjust estimations for each rating in S\D based on all other ratings in the rating space S (i.e., both known as well as predicted) in order to proactively improve consistency between different predicted ratings.

Figure 2: Accuracy and stability of iterative smoothing
Fig. 2 suggests that the iterative smoothing models can “over-adjust” rating predictions after a number of iterations, in their attempt to maximize the performance on training data. Thus, when configuring iterative smoothing approaches, it is important to be aware of the best number of iterations for a given algorithm, in order to avoid performance deterioration.

5 PROPOSED WORK: SINGULAR VALUE DECOMPOSITION WITH NAIVE BAYES CLASSIFICATION

Fig 3 represents the module split up of the proposed system. Singular value decomposition (SVD) reduces the dimensionality of our dataset and captures the features to reduce the number of users and predict the ratings. SVD is the well known matrix factorization technique that factors an m by n matrix X into three matrices USVT.

\[
X = USV^T
\]

where X is the m by n matrix of the dataset, U is an m by r matrix of left singular vectors, S is a r by r diagonal matrix of singular values, and V is an n by r matrix of right singular vectors. SVD reduces the dimensionality of the dataset by keeping only the first k singular values, where k < r, and setting the rest to zero. This will give as the best rank-k approximation to X.

In order to provide a baseline, fill all the empty cells with the average rating for that movie and then compute the singular value decomposition. It is applied on MovieLens 1m Subset to find the movies average rating.

X represent the dataset as a matrix where the users are rows, movies are columns and the individual entries are ratings. The matrix S is a diagonal matrix containing the singular values of the matrix X. There are r singular values, where r is the rank of X. To accomplish this, simply keep the first k singular values in S, where k < r. This will give as the best rank-k approximation to X.

SVD is used to find the average rating for the movie. Instead of looking for all ratings given by the users for particular movie one can easily analyze the movie average rating using SVD. Naive bayes classification is used to find the correctly rated movies and correctly rated users detail. This work provides several interesting directions for future research. Providing larger improvements for some algorithms and smaller improvements for some others lead to larger improvement in recommendation system.

6 RESULT AND CONCLUSION

Singular value decomposition is used to find the average rating for the movie. Instead of looking for all ratings given by the users for particular movie one can easily analyze the movie average rating using SVD. Naive bayes classification is used to find the correctly rated movies and correctly rated users detail. This work provides several interesting directions for future research. Providing larger improvements for some algorithms and smaller improvements for some others lead to larger improvement in recommendation system.
Fig 4 illustrate the average rating of each movie. Fig 5 represents the correctly rated movies. Fig 6 represents the correctly rated users. So the user can view the profile of all those correctly rated users to know more about other movies. Another interesting direction would be to perform user behavior studies to investigate the value of stable recommendations (as opposed to unstable recommendations) on users’ usage patterns and acceptance of recommender systems. In future K-Means clustering algorithm is decided to use to increase the accuracy and stability of the recommendation system.
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