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\textbf{Abstract}— One method of building a text file from text dominant video, is by extracting the text from each individual frame and then resorting to a post processing method which overcomes the difficulty of the presence of common text portions in adjacent frames. Towards alleviating the post processing difficulty, an alternative is to mosaic the adjacent video frames and extract the text from the mosaiced image. In this paper we propose a hybridized approach based on edge clustering and connected components for text extraction and localization from mosaiced image generated from text dominant video.
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\section{I. INTRODUCTION}

The present day mobile phones, smartphones, PDAs, IPADs are integrated with digital cameras that have the ability to capture high quality images. The trend of using these cameras has also facilitated to capture wide variety of images and videos containing different contents like event, scene, text, and so on. These integrated digital cameras because of simple click and capture mechanism, high resolution, portability, and handiness, are also employed to capture text rich documents available at any source as single static image or video. This has eventually replaced traditional scanners which could scan target document available at that source and provided that such a document could be feed able into the scanner.

A text dominant video captured through digital cameras contains huge amount of text captured from different sources like text books, journals, newspaper, pages. The text from these text dominant videos if harnessed efficiently provides a much truer form of text information for content retrieval and content understanding. One method of extracting and localizing text from text dominant videos is to extract text frame by frame. i.e as in [1] we know video is made up of static images called Frames, and we can process each frame considering it as a single static image. In frame by frame text extraction, the text processing algorithms are applied to each frame, the recognized results are stored in individual notepad files and at the end, all the notepad file contents are merged into a single notepad file. The cost of localizing and recognizing the text information from each individual frame as in case of frame by frame text extraction becomes computationally expensive and this involves the post processing of updating the contents of the notepad with the arrival of textual information from every next frame. Hence, an alternate method is to mosaic each individual frames and then extract the text from the mosaiced image in one go.

In [2] and [29] the authors have exploited the property of temporal and spatial redundancy present in text dominant video and proposed a method to mosaic the overlapping text portions present in the adjacent frame. The mosaicing approach is useful in case of text rich documents containing different text properties like multiple lines, multiple columns and text with smaller fonts. Mosaicing of adjacent frames is also useful when there exist different camera movements like horizontal right to left track movement, top to bottom/ bottom to top pedestal or in hybrid scan patterns as discussed in [2] and [29].

This paper aims at producing a text file from the mosaiced text image which resulted from mosaicing of the adjacent frame contents of a text rich document video proposed in [2] and [29]. We describe an approach for detecting, localizing, extracting and recognizing text from the mosaiced document video image using edge based clustering and connected components. Figure 1 and figure 2 depict the mosaiced image from the different text rich document video.

The paper is organised as follows: in section II a brief coverage of related literature is given. In section III we have discussed the complexities present in the mosaiced images. In section IV the text processing in mosaiced images are discussed. In section V a detailed description of the proposed Hybrid approach is provided. In Section VI the experimentation results, performance analysis and execution time for the proposed hybrid approach are discussed. In section VII we conclude the paper.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{mosaiced_image.png}
\caption{Mosaiced image from Lak_LTRtrack1 video [2]}
\end{figure}
As stated in [1],[14], there are several ongoing research projects on camera based document analysis which includes text detection, extraction, enhancement, recognition and its applications. A brief appraisal on the literatures is given below

Nagabhushan P et al in [2] and [29] proposed a vertical and horizontal strip based mosaicing technique based on SIFT for track movement and pedestal movement videos. The reference frame were matched initially with the other adjacent frames and then the vertical strips were created. The false matches from SIFT were fitted using RANSAC and a simple transformation blending function was proposed.

P. Nagabhushan et al. [3] proposed a hybrid approach that combines connected component analysis and texture feature analysis. Canny detector is used to get the possible text regions. Connected component analysis is used to get the candidate text regions. Due to background complexity non–text regions are also present. So to remove non–text regions texture feature analysis is done. The proposed method can handle document images with complex background effectively.

Christian Wolf et.al. in [4] proposed a method for content based image and video retrieval in multimedia documents. The algorithm for this approach used morphological post processing to detect the text and a measure of accumulated gradients by multiple frame integration for artificially embedded text in videos.

Many approaches for text extraction by mobile cameras from natural scene have been proposed. A focus mechanism using a hint on the location of target text was adapted by Egyul Kim et.al. [5]. This method adapts pixel sampling and a mean shift algorithm within the focused section and a HCL distance measure is applied to compare target seed color.

Fast and robust text detection in images and video frames was proposed by Qixiang Ye et.al. [6] It is beneficial for real-time video content analysis in complex background. In this method the wavelet energy feature was calculated to locate all possible text pixels and a, density growing method was used to connect the pixels. Finally an SVM classifier was used to identify true text regions. The above stated method lack in finding multiple line of text regions.

Low resolution character recognition for video text images was proposed in [7] by Ataru Ohkura et.al. The approach used subspace method for recognition of characters which were integrated from multiple low resolution characters by super resolution technique. The method lacks in using the structure of characters for low resolution character recognition.

A new approach for video text detection was proposed by Min Cai et.al.[8], which is based on invariant feature analysis such as edge strength, edge density and horizontal distribution. Non-text regions are eliminated using low threshold. A coarse-to-fine detection is applied to locate the text component efficiently. The proposed method is efficient to handle different contrast, font size, and complex background.

Many research works have been carried out on Video retrieval and indexing based on textual queries [9]-[12]. A supervised learning method based on color and edge information is used to detect text regions in these cases.

Different approaches for text processing in video frames with complex background were proposed by Fang Liu et.al.[13] and Shuicai Shi et. al.[15] in which density based histogram segmentation and block change rate approach for clustering candidate characters by integrating spatial connectivity and color feature of character pixels is employed.

A method for segmenting and recognizing text embedded in video and images was proposed in [17] by Jean-Marc and Datong Chen. This method used multiple segmentation of same text region producing multiple hypotheses based on Markov random field and eliminating background by connected component analysis and by enforcing a more stringent constraint called GCC by using ID-median operator.

An edge based text verification approach for content retrieval for video caption text was proposed by Jian Zhang in [18]. The verification was based on the investigation of the relation between the candidate blocks and the neighbor areas. The proposed method detects and removes background edges from both background and text blocks and also refines the text boundaries.

A sequential Monte-Carlo video segmentation method was proposed in [19] by Datong Chen et.al., which used a probabilistic algorithm for segmenting and recognizing text of any gray scale value embedded in video sequences based on practical filter by setting weighted samples and refines it by random sampling under temporal Bayesian framework.

Silvio Ferreria et.al. in [20] proposed a technique to isolate Text areas by applying texture segmentation technique with fuzzy estimation to compute text orientations of mobile camera text applied in a frame work for layout analysis.

An automatic video text detection, localization and extraction approach in videos was proposed by Chengjun Zhu et.al. [21]. In this approach Support Vector Machine was employed to partition video blocks into text and non
text regions. Both artificial text and scene text were considered in this approach. Also due to the employment of correlation of videos using special symbol, detection of false regions were effectively reduced.

It is evident based on the literatures that lot of related works have been carried out to extract and recognize text from document, natural scene and artificially embedded texts present in videos and images. The problem we are proposing is a unique problem based on text extraction and recognition from mosaiced images. The detailed procedure for extraction and recognition of text is given in next sections.

III. COMPLEXITIES IN PROCESSING MOSAICED IMAGES
Mosaicing of adjacent video frames refers to the process of stitching common text portions to form one large image composite. In case of text rich document video, the mosaiced image is formed from minimum of 2 to maximum of at least 40-50 adjacent frames that are resulted after frame selection, frame registration and other pre-processing stage proposed in [2][29]. The resultant mosaiced image contains certain intricacies which affect the image quality. Figure 1 is a classic example depicting the intricacies present in the mosaiced images. The complexities present in the mosaiced images are
1. Seam line: seam lines are the stitching lines resulted from low cost affine based translation blending function representing each / part of (strip based method proposed in [2] and [29]) adjacent image frame. The seam lines exhibit strong edges and while applying text processing algorithms these edges are also detected. Hence, elimination or suppressing it becomes a pre-processing problem during text extraction. Figure 1 depicts the seam lines present in the mosaiced image.
2. Illumination changes: during frame stitching process the variations in lighting during video acquisition affects the quality of mosaiced images.
3. Color shifts: this occurs due to lens distortion and camera motion during image acquisition and the mosaiced image appears as if it is captured from different sources.

IV. TEXT PROCESSING IN MOSAICED IMAGES
The text rich mosaiced image resulted from frame mosaicing process of text dominant video proposed in [2], is utilized to detect, extract and recognize text to produce a text file. As illustrated in the literature survey, lot of research work has been done based on - texture, connected component and edge component to localize and extract the text. The process of text detection from any camera captured images can be performed using edge based, region based or texture based approaches. Text detection and extraction finds text and non text regions in an image. Text localization is done by finding the connected components in the separated text regions with bounding boxes. The recognition is done with the help of available OCR. The same procedure can be applied on the mosaiced images by altering the conventional text processing approaches due to the intricacies present in the mosaiced images.

The conventional text processing approaches like projection based, connected component based, edge based segmentation cannot be applied directly on the mosaiced images to extract and localize text regions, due to the complexities present in the mosaiced images that are discussed in the previous section. Horizontal projection technique cannot be applied since the projection of mosaiced image may be cylindrical, rectilinear, or slant due to different camera movement. Connected component based method assumes that character in an image has uniform color while mosaiced images exhibit different color shifts. In case of edge based method, it assumes that character are made up of edge strokes hence retrieval of edges is important constraint in edge based method . In case of mosaiced images, we cannot only utilize either Edge based methods or Component (CC) based methods to detect and localize texts due to several artifacts like mosaicing noise, seam lines, color shifts. This is because, the region-based methods can extract local texture information to accurately segment candidate components while CC-based methods can filter out non-text components and localize text regions accurately.

To overcome the above difficulties, we have used hybrid approach based on a combination of edge, clustering and connected components that can localize and extract text from mosaiced images. This results in a unique way of handling mosaiced images. The edge based clustering initially finds edges using Sobel operator and the detected edges based on eccentricity, similar color and intensity histograms are grouped together. In this way accurate text regions are identified. Then connected components are applied on the clustered image to filter text and non-text regions. The detailed description of the proposed approach is given in the next section.

V. PROPOSED HYBRID APPROACH
The text detection, extraction and recognition phase for the proposed hybrid method uses both edge-based clustering and connected component based methods. The images are processed based on the pixel values to identify potential text blocks and recognize the text information. The text detection and extraction method is performed efficiently based on edge-based clustering and segmentation approach. The proposed text processing system for extracting text from mosaiced image using hybrid approach consists of six steps as depicted in the figure (3).

A. Pre-Processing
The aim of pre-processing is to improve the mosaiced image by suppressing unwanted distortions and enhancing the image for further processing. The pre-processing stage in the hybrid method includes 3 stages.
1. Color mosaiced image to gray level conversion
2. Noise removal using median filter
3. Image Cropping
4. Edge Detection

1) Color Mosaiced Image to gray level conversion
As the first step of pre-processing color image is converted into gray image. There are many functions in image processing to convert the true color image to the grayscale
intensity image by eliminating the hue and saturation information while retaining the luminance. The gray images are easier to process and edge detection is simpler. One method to convert the true color image to gray image is by extracting the red, green and blue channels and then using the weighted average as given in equation 1 and 2.

\[
\begin{align*}
\text{redChannel} & = \text{color}(:, :, 1) \\
\text{greenChannel} & = \text{color}(:, :, 2) \\
\text{blueChannel} & = \text{color}(:, :, 3)
\end{align*}
\]

5.1

\[
\text{gray} = 0.299 \times \text{redChannel} + 0.587 \times \text{greenChannel} + 0.114 \times \text{blueChannel}
\]

3. Image Cropping

The mosaiced image exhibits the null black space around the mosaiced image due to projection and blending. This region interferes with the text processing approach based on color clustering. Hence this region is cropped by applying watershed shed segmentation and a cropping function defining an area around the text region. The resultant mosaiced image is given in Figure 5

4. Edge Detection

Once the seam lines and other noise are suppressed, the proposed system utilizes the Sobel edge filter for extracting text. Edge detection helps in detecting possible edges and boundaries in a mosaiced image based on the fact that text has boundaries. This helps in filtering out the irrelevant data from the image, while maintaining the basic structural features in the image. The text from the mosaiced image can be detected accurately using Sobel edge map. The Sobel detector contains two coordinates namely, x-coordinate and y-coordinate. The x-coordinate will do increasing “right-direction” and the y-coordinate will do increasing “down-direction” for detecting the text in the image. The Sobel edge detector performs 2D convolution operation and then finds approximate gradient magnitude. This edge detector uses 3 x 3 convolution masks for detecting text in the image. The mask slides over the whole image and square of pixels manipulate at a time to detect the text. By using this detector, the text from the mosaiced image is detected and noise is removed slightly. The result of edge detection is given in figure.
In any text processing system, text extraction is a critical step as it sets up the quality of the final recognition result. To identify foreground text characters and background/non-text regions from the mosaiced image, we have considered using K-means clustering. K-means clustering groups the features based on distance measure. Generally, the mosaiced images contain color shifts due to lens distortions, illumination changes, and camera movement. This color shift also gets reflected on the gray image with different gray values on both foreground and background. The source images considered in [2] and [29] generally contain white background with black characters. The mosaiced image is not easy to segment due to the intricacies present. Hence, we have combined 3 features together. The first feature we have considered is the color in RGB color space. The color histogram for an image is constructed by quantizing the colors within the image and counting the number of pixels of each color. The histogram-based method is very suitable for mosaiced image retrieval because they are invariant to geometrical information in images, such as translation and rotation.

The second is to calculate the eccentricity of the image in gray level edge image, and the third is the eccentricity i.e. the shape feature of the character edge. Depending on these three features, 2 clusters are created, one representing foreground that is the text and the other representing background based on the similarity score calculated using Euclidean distance measure. The three features with K-means clustering accurately segments and extract text and non-text regions. Then a connected component classifier can be used to classify text and non-text regions. The algorithm to extract color feature, edge, and intensity is as given below.

1) K-Means Clustering

The k-means is basically a clustering algorithm which partitions a data set into clusters according to some defined distance measure [27][28]. K-means clustering algorithm is an unsupervised clustering protocol [27]. K-means clustering is a technique that partitions the objects into K mutually exclusive clusters, by maximizing the intercluster distances and minimizing the intracluster distances. Each cluster is described by its centroid. However, the k-means algorithm is highly dependent upon the value of k i.e. number of clusters in the partition. So the number of k has to be defined before clustering. The optimum number of clusters may vary from image to image. The K-means function is given in (1).

\[ V = \sum_{i=1}^{k} \sum_{x \in S_i} (x_j - \mu_i)^2 \]  

where there are k clusters Si, i = 1,2,...,k and \( \mu_i \) is the centroid or mean point of all the points \( x_j \in S_i \).

The working principle of the k-means clustering algorithm has two phases. In the first phase, we select k centers randomly. We have selected k = 2 that represent foreground character and background. In the next phase, we measure each data feature to the nearest center. We have used Euclidian distance measure to determine the distance between each data feature and the cluster center. The Euclidian distance measure is as given below.

\[ D (X_i, Y_i) = \sqrt{\sum_{t=1}^{m} (X_i - Y_i)^2} \]  

When the entire data features are included in any cluster, the initial group is formed. Again, the same process is performed to recalculate the cluster. The new centroid for each of the clusters is evaluated using

\[ \mu_i := \frac{\sum_{i=1}^{m} 1[c(i) = j]x(i)}{\sum_{i=1}^{m} 1[c(i) = j]} \]  

where \( k \) is a parameter of the algorithm (the number of clusters to be found), \( i \) iterates over all the data features, \( j \) iterates over all the centroids and \( \mu_i \) are the centroid of data feature. The following steps are iterated until the cluster labels of the image do not change anymore.

The algorithm is as given below.

// Algorithm for K-means

Step 1: Randomly choose number of clusters K.

Step 2: Compute the data features and store it in a data structure.

Step 3: Calculate mean of each color space i.e. red, green, and blue.

Step 4: Calculate the intensity histogram of gray levels.

Step 5: Label the image.

Step 6: Store eccentricity, intensity, and mean of each color space as vector in the feature matrix.

Step 7: Store label of image and index of image as vector in other matrix.

Step 8: Stop.

The combined features are given to the clustering algorithm to group the similar feature. A brief note on the working of K-means clustering is given in the following sub-section.
matrix.
Step 3: Randomly choose K data features.
Step 4: Centroids are calculated for data features.
Step 5: Now, compare feature to every centroid and assign pixel to closest centroid to form a cluster using Euclidian distance formula.
Step 6: When all features are assigned, initial clustering has been completed.
Step 7: Recalculate position of centroids in K clusters.
Step 8: Repeat step 5 & 6, until centroids no longer move.
Step 9: Image separated into K clusters.

Figure 8 represents the result from k-means clustering. The blue color depicts the background and red represents the detected characters.

Fig 8. Result from K-means Clustering

3) Text Extraction
After text detection process, the text region from the mosaiced image can be localized. A connected component classifier is applied on the clustered image to localize and extract text region. The precise location of text in image can be indicated by bounding boxes. The figure below depicts the result of segmentation.

Fig.9 Text Extracted Image from Mosaiced Image.

3) Text Recognition
The extracted text is recognized using the commercially available Tesseract OCR engine to recognize the text. The efficiency of the proposed hybrid approach is around 97%. The performance analysis is done in the next section. The recognized text is stored in the text file.

VI. EXPERIMENTS
The software module was implemented using Matlab 2014(a). We tested reading English printed text containing single, multiple lines, multiple columns with different font styles size and spacing of text which we had created for the experimentation purpose. Different camera movements like horizontal track, vertical pedestal and hybrid scan patterns were also considered. The performance analysis and the execution time for the proposed approach are discussed.

1) Performance Measures
Performance is analysed for the mosaiced text rich document video frames. Metrics used to evaluate the performance of the block are Precision, Recall rates and F-Score. Precision and Recall rates have been computed based on the number of correctly detected characters in an image in order to evaluate the efficiency and robustness of the system and the Metrics are as follows:

False positives (FP) : False alarms are those regions in the image which are actually not characters of a text, but have been detected and recognized by the algorithm as text regions.
False negatives (FN) : are those regions in the image which are actually text characters, but have not been detected and recognized by the algorithm.
Correctly detected and recognized characters are True Positives (TP).
Incorrectly detected and recognized characters are True Negatives (TN).

<table>
<thead>
<tr>
<th>MOSAICED IMAGES</th>
<th>PRECISION RATE (%)</th>
<th>RECALL (%)</th>
<th>F-SCORE (%)</th>
<th>ACCURACY (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mos1</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Mos2</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Mos3</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Mos4</td>
<td>93.33</td>
<td>100</td>
<td>96.55</td>
<td>93.33</td>
</tr>
<tr>
<td>Mos5</td>
<td>93.33</td>
<td>100</td>
<td>96.55</td>
<td>93.33</td>
</tr>
<tr>
<td>Mos6</td>
<td>95.24</td>
<td>100</td>
<td>97.56</td>
<td>95.24</td>
</tr>
<tr>
<td>Mos7</td>
<td>100</td>
<td>96.15</td>
<td>98.04</td>
<td>96.15</td>
</tr>
<tr>
<td>Mos8</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Mos9</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Mos10</td>
<td>71.43</td>
<td>100</td>
<td>83.33</td>
<td>71.43</td>
</tr>
</tbody>
</table>

The accuracy of the proposed approach based on the accuracy value from the table is around 97%. We have analysed the results for the mosaiced image resulted from the method proposed in [2]. The complexities like how mosaic image is created are discussed in detail in [2] and [29]. The 10 mosaiced images we have selected from [2] and [29] to extract text using hybrid approach had different types of texts properties like multiple lines, multiples columns and different camera movement. The result of the proposed approach is given in Table 2.
<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Mosaiced Image</th>
<th>Cropped Image</th>
<th>K-means Clustered Image</th>
<th>Text extracted Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mos1</td>
<td><img src="image1" alt="Mosaiced Image" /></td>
<td><img src="image2" alt="Cropped Image" /></td>
<td><img src="image3" alt="K-means Clustered Image" /></td>
<td><img src="image4" alt="Text extracted Image" /></td>
</tr>
<tr>
<td>Mos2</td>
<td><img src="image5" alt="Mosaiced Image" /></td>
<td><img src="image6" alt="Cropped Image" /></td>
<td><img src="image7" alt="K-means Clustered Image" /></td>
<td><img src="image8" alt="Text extracted Image" /></td>
</tr>
<tr>
<td>Mos3</td>
<td><img src="image9" alt="Mosaiced Image" /></td>
<td><img src="image10" alt="Cropped Image" /></td>
<td><img src="image11" alt="K-means Clustered Image" /></td>
<td><img src="image12" alt="Text extracted Image" /></td>
</tr>
<tr>
<td>Mos4</td>
<td><img src="image13" alt="Mosaiced Image" /></td>
<td><img src="image14" alt="Cropped Image" /></td>
<td><img src="image15" alt="K-means Clustered Image" /></td>
<td><img src="image16" alt="Text extracted Image" /></td>
</tr>
<tr>
<td>Mos5</td>
<td><img src="image17" alt="Mosaiced Image" /></td>
<td><img src="image18" alt="Cropped Image" /></td>
<td><img src="image19" alt="K-means Clustered Image" /></td>
<td><img src="image20" alt="Text extracted Image" /></td>
</tr>
</tbody>
</table>
The proposed approach was executed using Matlab 2014(a) on Intel Core i5 processor, 4.00 GB RAM with 1.60 processor speed. A system clock was set on at the beginning of the m-file for both the approaches and execution time was recorded. The graph below shows the execution time for the proposed approach.

![Execution time for the hybrid approach](image)

### Mosaiced Image Samples

**Fig 10 Execution time for the proposed hybrid approach**

### VII. CONCLUSIONS

In this paper we have proposed a hybrid approach based on edge clustering and connected components to extract the text from mosaiced text document images. The proposed algorithm is 97% efficient in recognizing the text. The recognized result is stored in the text file. The execution time, performance analysis of the proposed approach is also discussed in this paper.
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