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Abstract: As distributed applications and services are getting popular now a days, Web servers play a central role in the telecommunications infrastructure. Cluster-based Web servers are increasingly adopted to host a variety of network-based services. So performance improvement of these servers is necessary. The cluster based architecture consists of front-end dispatcher and several back-end servers. Front end is responsible for request distribution. The back-end nodes are responsible for request processing. They should provide reliability, availability and efficient services. So performance improvement of these servers is necessary. Load balancing is one of the best efficient methods for performance improvement of cluster system. It is often desirable to isolate the performance of different classes of requests from each other. Our objective is to deliver better services to high priority request classes without over-sacrificing low priority classes. The main objective is to minimize the response time of requests that need intra cluster communication.
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1. INTRODUCTION

Communication networks today have become essential for big business. The network traffic increasing rapidly requires an increase in backbone networks capacity and needs to be upgraded frequently. The web server hosts the pages, scripts, programs and multimedia files and serves them using protocols. To increase web server scalability more servers needs to be added to distribute the load among these server cluster. A cluster consists of a number of nodes connected by a high speed LAN. There are three main components in the cluster (1) Dispatcher (2) Distributer and (3) Server. The communication between components on different cluster nodes takes place using persistent TCP control connections. These connections also serve to detect node failures. The load distribution among this cluster server is known as load balancing. As a single web server cannot handle the traffic, a load balancer is required to balance the traffic load across multiple servers. Request distribution and load balance are essential techniques for web server clusters. Cluster based server has been proven to be an efficient and cost effective alternative to build a scalable, reliable and high-performance Internet server system. For cluster computing the network dispatching technology for client’s requests is an important issue. The best way to address both the scalability and reliability problems in web clusters is to deploy a totally decentralized architecture.

A cluster-based server consists of a front-end dispatcher and multiple back-end servers. The dispatcher receives incoming jobs, and then decides how to assign them to back-end servers. The back end servers serve the jobs according to some policies. The strategies for load balancing on back end servers depend on the amount of work and the number of jobs assigned. The switch acts as the initial interface between the cluster nodes and the Internet, and distributes the incoming requests to the servers, trying to balance the load among them. The following figure shows the cluster theory.
2. REQUEST DISTRIBUTION STRATEGIES

The following strategies provide various methods for effective load balancing among servers.

2.1 Content Aware Request Distribution

Cluster-based servers employ a specialized front-end node that acts as a single point of contact for clients and distributes requests to back-end nodes in the cluster. The front-end distributes requests such that the load among the back-end nodes remains balanced. With content aware request distribution, the front-end additionally takes into account the content of service requested when deciding which back-end node should handle a given request. Content aware request distribution can improve scalability, flexibility and can give significant performance improvements. It also affords simplicity and limit the scalability of the cluster.

Figure-3 depicts a simple client-transparent mechanism. An HTTP proxy running on the front-end accepts client connections with all back-end nodes. When a request arrives on a client connection, it is assigned to according to request distribution strategy and the request is forwarded to appropriate back-end connection. When the response arrives from backend node, the front end proxy forwards the data on the client connection. This approach is simple and no modification is required on cluster node. Because of over head incurred for forwarding all response data from back-end server to the clients. TCP splicing has low overhead but requires modifications to the OS Kernel of the front end node. TCP handoff mechanism was introduced to enable the forwarding of back-end responses directly to the clients without passing through the front-end intermediary. The TCP handoff is totally transparent from the client's point of view. Since it operates on transport-level streams, clients can never be aware of being redirected. TCP handoff provides higher scalability than TCP splicing as it eliminates the forwarding overhead of response data.

2.2 Time-Window Based Request Distribution Strategy

In order to overcome the weakness of existing request distribution strategies for server cluster in average response time, the allocation must be decided early, and the data must be allocated to different node servers. It can only support static web services. CASS supports many TCP based web services. It can increase the node server's main memory cache hit rate and enhance the cluster's performance. The process delay of CASS is compared with common network delay.

In LARD scheduling policy, the allocation must be decided a prior, and the data must be allocated to different node servers. It can only support static web services. CASS supports many TCP based web services. It can increase the node server’s main memory cache hit rate and enhance the cluster’s performance. The process delay of CASS is compared with common network delay.

In order to overcome the weakness of existing request distribution strategies for server cluster in average response time and computation cost, a request distribution strategy based on static time interval is used. Its basic idea is that it divides the update interval into several subintervals and introduces randomness into the selection of server node for the requests arrived in a subinterval. It can help to improve cache utility while keeping workload balance among the servers in the cluster. The throughput requirement of storage subsystem is relieved, and the system utility is improved. Round trip time can give better and relatively accurate delay experienced in path and to some extent; a lower RTT indicates higher available bandwidth. However, it is very dynamic in nature; it changes quickly over relatively short period of time. It has much more variation for different clusters compared to hop count; it gives better path information between client and cluster. On the downside, it is relatively costlier to measure and requires more frequent refreshes.

3. CO-SCHEDULING ARCHITECTURE

Co-scheduling is the principle for concurrent systems of scheduling related processes run on different processors at the same time (in parallel). There are three types of co-scheduling: explicit co-scheduling, local scheduling and implicit or dynamic co-scheduling. Explicit co-scheduling requires all processing to actually take place at the same time, and is typically implemented by global scheduling across all processors. A specific algorithm is known as gang scheduling. Local co-scheduling allows individual processors to schedule the processing independently. Dynamic (or implicit) co-scheduling is a form of co-scheduling where individual processors can still schedule processing independently, but they make scheduling decisions in cooperation with other processors. Figure-5 shows a co-scheduler model.
Unlike tightly coupled multiprocessors, scheduling processes of a parallel job onto various nodes of a cluster is more challenging due to the individual node autonomy. All co-scheduling algorithms rely primarily on one of two local events. (i) Arrival of a message    (ii) Wait for a message to determine when and which process to schedule. Co-scheduling algorithms reduce the execution time of parallel applications. Each node in the cluster is aware of the cache and load information of other nodes. A remote request is forwarded; the main process puts a request in a queue. Both sender and receiver are scheduled simultaneously for efficient communication.

4. LARD STRATEGIES
The goal of LARD is to combine good balancing and high locality. Locality aware request distribution improve locality in the back-end’s cache, a simple front-end strategy assigns request for all targets to a particular back-end. The cache in each back-end should achieve a much higher hit rate. LARD maintains mappings between targets and back-end nodes. To achieve a balance between load distribution and locality, LARD uses cost-balancing, cost-locality and cost-replacement.

The locality based distribution policy at the distributor and strives to increase the memory hits at the backend server’s rather than the disk latency. The distributor maintains a table of the data types available at the backend servers’ memory. The data types are assigned to the backend servers based on the initial server/data partitioning and are initially distributed evenly across the servers. When a new request arrives at the distributor, its data type is looked up in the distributor table and the corresponding server is identified. The request is forwarded always to that server for that particular data type.

Figure-7 presents pseudo-code for the basic LARD. The front-end maintains a one-to-one mapping of targets to back-end nodes in the server array. When the first request arrives for a given target, it is assigned a back-end node by choosing a lightly loaded back-end. When a node is overloaded, the target is assigned a new back-end node from the current set of lightly loaded nodes. A node’s load is measured as the number of active connections.

```
while (true)
    fetch next request r;
    if server[r.target]=null then
        s, server[r.target] ← {least loaded node};
    else
        s ← server[r.target]
        if (s.load > T_{high} && Exist node with load < T_{low}) || s.load >= 2*T_{high} then
            s, server[r.target] ← {least loaded node};
        send r to s;
```

Figure-7 : The Basic LARD Strategy

T_{low}: the load below which a back-end is likely to have idle resources.
T_{high}: the load above which a node is likely to cause substantial delay in serving requests.

5. PERFORMANCE ANALYSIS
The intuition for the basic LARD strategy is as follows. The distribution of targets when they are first requested leads to a partitioning of the namespace of the database, purely aiming at locality. It also derives similar locality gains. We re-assign targets when there is a load imbalance. The front-end limits the total connections handed to all back-end nodes to the value $S = (n-1)*T_{high}+T_{low}$, where $n$ is the number of back-end nodes. Setting $S$ to this value ensures that at most $n-2$ nodes can have a load $>= T_{high}$ while no node has load $< T_{low}$.

The load difference between old and new targets is at least $T_{high}-T_{low}$. The max load imbalance that can arise is $2T_{high}-T_{low}$. The setting for $T_{low}$ depends on the speed of the back-end nodes. Choosing $T_{high}$ involves a tradeoff. $T_{high}-T_{low}$ should be low enough to limit the delay variance among the back-ends to acceptable levels, but high enough to tolerate limited load imbalance without destroying locality. A single target causes a back-end to go into an overload situation. We should assign several back-end nodes to serve that document, and to distribute requests for that target among the serving nodes.
6. CONCLUSION

LARD strategy can achieve high cache hit rates and good load balancing in a cluster server. It also provides higher through put, better CPU utilization and reduced disk access. It is scalable at low cost. But LARD strives to improve cluster performance by simultaneously achieving load balancing and high cache hit rates at the back-ends. With LARD, the effective cache size approaches the sum of the individual node cache sizes. Thus, adding nodes to a cluster can accommodate both increased traffic due to additional CPU power and larger working sets due to the increased effective cache size.
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