Abstract— String matching is the technique of finding the occurrences of a character pattern in a given string. In this paper, we provided an overview of different pattern-matching algorithms and also proposed a new algorithm for pattern matching. In this paper, we have evaluated several pattern-matching algorithms such as Naïve String matching algorithm, brute force algorithm, Rabin-Karp algorithm, and K-M-P algorithm, and we proposed an algorithm for pattern matching. Our proposed algorithm works in linear time, if the number of occurrences of the pattern in a string is very less. We also compared the matching performance of these algorithms. It is observed that the performance of string matching is based on the selection of algorithms used for matching.
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1. INTRODUCTION

String matching is a technique to find out the pattern in a given string. Let $\Sigma$ be a set of alphabet, the member of set $\Sigma$ called character or symbol. For example, let $\Sigma = \{a, b, c\}$, then aabbccaa is a string over $\Sigma$. The pattern denoted by $P[1..m]$ and text denoted by $T[1..n]$. If pattern $P$ occurs in text $T$ with shift 's' then we call pattern occur with shift 's' and 's' is a valid shift otherwise it is invalid shift. The string matching is a technique of finding all valid presence of the pattern $P$ in text $T$.

EXAMPLE: Let $\Sigma = \{a, b, c\}$ and text $T= a a b a c a b b b c b$. And pattern $P = b b c b$

Naïve String Matching Algorithm

The Naïve String matching algorithm works as follows:

Consider the following example:

Let $\Sigma = \{a, b, c\}$ and text $T= a a b a c a b b b c b$. And pattern $P= b b c b$

The brute force algorithm works as follows:

Worst case time complexity of Naïve String matching algorithm is $O((n-m+1)m)$. Matching time of Naïve string matching algorithm equals to its running time since it doesn’t require any preprocessing time.

3. RABIN-KARP STRING MATCHING ALGORITHM

This algorithm works in two phases. In the first phase it pre-processes and in a second phase it performs matching. This algorithm uses hashing technique. Rabin-Karp algorithm is used for finding the numeric pattern in a given text $T$. In this algorithm first it divides patterns $P$ by a predefined prime number $q$ and calculates remainder of the pattern. In next step it calculates the remainder of first $m$ character of text $T$. If the remainder of first $m$ characters and remainder of the pattern $P$ are equal, then only it performs matching otherwise no need of comparison. This process will be repeated from $s=0$ to $s=n-m$. Time complexity of Rabin-Karp algorithm in first phase (preprocessing phase) is $O(m)$ and in matching phase is $O((n-m+1)m)$. Suppose we have two number $A$ and $B$ then there are following possibilities:

If remainder of $A = REM(A/q)$ and remainder of $B = REM(B/q)$ are equal then successful hit occurs if $REM(A/q)$ and $REM(B/q)$ are equal and $A=B$. 
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Spurious hit if \( \text{REM}(A/q) \) and \( \text{REM}(B/q) \) are equal but \( A \neq b \).

Unsuccessful hit \( \text{REM}(A/q) \) and \( \text{REM}(B/q) \) are not equal and \( A \neq b \).

Example. For a given Text \( T \) pattern \( P \) and Prime number \( q \).

\[ T = 23456789979779797976534356678886756456890975545343434545475655454 \]

\[ P = 667888 \]

\( q = 11 \)

\( \text{REM}(\text{Text}) = 234567/11 = 3 \)

\( \text{REM}(P) = 667888/11 = 1 \)

\( \text{REM}(\text{Text}) \neq \text{REM}(P) \)

Now move on to the next set of characters from text and repeat the procedure.

4. KNUTH-MORRIS-PRATT ALGORITHM
Knuth Morris and Pratt developed an algorithm for pattern matching which takes linear time \( O(n) \) for finding patterns. This algorithm works in two phases. In the first phase it runs an algorithm which is called a preprocessing algorithm and in this phase it calculates prefix function. In the second phase this algorithm runs KMP matcher algorithm.

A. The prefix function, \( \pi \)
The prefix pattern , \( \pi \) for a pattern contains the idea about how the pattern matches against the shifts of itself. Prefix function is used for avoiding useless shifts.

B. The KMP Matcher
In this phase , it has String ‘S’, pattern ‘P’ and prefix function \( \pi \) as input . It finds the occurrence of pattern in a string and returns number of shifts of pattern after which occurrence is found.

Example:
Let a pattern \( P = abacab \) and a string
\( S = abacaabacabcaabb \)

**Prefix function, \( \pi \)**

<table>
<thead>
<tr>
<th>I</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>P[i]</td>
<td>a</td>
<td>b</td>
<td>A</td>
<td>c</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>( \pi )[i]</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

**KMP Matcher**

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>( b )</td>
<td>( a )</td>
<td>( c )</td>
<td>( a )</td>
<td>( b )</td>
</tr>
<tr>
<td>( a )</td>
<td>( b )</td>
<td>( a )</td>
<td>( c )</td>
<td>( a )</td>
<td>( b )</td>
</tr>
<tr>
<td>( a )</td>
<td>( b )</td>
<td>( a )</td>
<td>( c )</td>
<td>( a )</td>
<td>( b )</td>
</tr>
<tr>
<td>( a )</td>
<td>( b )</td>
<td>( a )</td>
<td>( c )</td>
<td>( a )</td>
<td>( b )</td>
</tr>
</tbody>
</table>

5. OUR PROPOSED ALGORITHM:
In this algorithm we work in two phases. First phase is the preprocessing phase and second phase is matching phase .In preprocessing phase, we only find some index values of substrings of length \( m \) from text \( T \) and the second phase matches these substrings with actual pattern \( P \). We tried to show the working of two phases by following two algorithms.

A. Phase 1 preprocessing phase
In the first phase that is preprocessing phase we will find the some index values from each substring of length \( m \) from text \( T \) which matches with first and last character of pattern \( P \) and insert these index values into a the queue \( Q \).

The approximate running time of pre-processing phase is \( O(n-m) \).

1. \( n = \) length \( S \);
2. \( m = \) length \( P \);
3. \( X \leftarrow P[0], y \leftarrow P[m-1] \);
4. For(i=0 to n-m);
5. If(\( S[i] == x \) && \( S[m+i-1] == y \))
6. Insert I into the queue \( Q \)
7. Return \( Q \)

B. Phase 2 Matching phase->
Matching phase totally depends on the size of the queue. In this phase, we find the substrings of length \( m \) on the basis of index value And compare the pattern with the substrings of size \( m \). if a match occurs, then we called it is successful hit otherwise it will be spurious hit . The approximate running time of matching algorithm \( O(lm) \) where \( l \) is the size of the queue and \( m \) is the length of pattern. Following algorithm shows the matching phase

1. While(Q! = empty)
2. { 
3. I = dequeue()
4. \( K = I \);
5. Count = 0;
6. For(j=0 to m-1)
7. { 
8. If(\( P[j] == S[k] \))
9. { 
10. \( K = k+1 \);
11. Count = Count + 1;
12. } // end of if condition
13. Else
14. Goto 1
15. }
16. If(Count = m)
17. { 
18. Print("pattern occur at location " i);
19. }
20. } // end of while loop
21. Exit
Example
Let we have a given text $T = a\ b\ b\ c\ a\ b\ c\ b\ a\ b\ a\ b\ c\ b\ c\ a\ b\ b$, Pattern $P = a\ b\ b$ and the queue $Q$.

Preprocessing step:

Matching:

dequeue first element of the queue
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6. COMPARISON:

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Time complexity for preprocessing</th>
<th>Time complexity for Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brute force algorithm</td>
<td>No preprocessing is required</td>
<td>O((n-m+1)*m)</td>
</tr>
<tr>
<td>Rabin karp</td>
<td>O(m)</td>
<td>O(n+m)</td>
</tr>
<tr>
<td>Knuth-morris-pratt</td>
<td>O(m)</td>
<td>O(n+m)</td>
</tr>
<tr>
<td>Our proposed algorithm</td>
<td>O(n-m)</td>
<td>O(l*m)</td>
</tr>
</tbody>
</table>

7. CONCLUSIONS:

This paper evaluates the performance of some existing algorithms with our purposed pattern matching algorithm. Our proposed algorithm is a linear time matching algorithm. It could be better to other algorithms in some constraints. The running time of this algorithm depends on the size of the queue i.e. the number of index value in the queue which shows that the number of expected patterns in text T. If there is only one element in the queue then maximum time taken by matching phase would be O(m), where m is the size of pattern.
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